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Abstract

Supercritical mixtures of ethanol (EtOH) and carbon dioxide (CO2) are classified as

type-I mixtures, with complete macroscopic miscibility. However, differences in molecu-

lar polarity and interactions suggest a distinct phase behavior at the microscopic level.

Here, we combine Small Angle X-ray Scattering experiments and molecular dynam-

ics (MD) simulations to investigate the microscopic structure of EtOH–CO2 mixtures

under supercritical conditions. The structure factor exhibits non-linear composition-

dependent behavior, revealing pronounced local density fluctuations. The complemen-

tary MD simulations, using optimized force field parameters, provide atomistic insight,

showing that EtOH forms self-associated, hydrogen-bonded aggregates, while CO2 re-

mains more uniformly distributed. Cluster analysis identifies a preferential EtOH-rich

composition exceeding the bulk average, governed by a balance between energetic and

entropic competition. These results demonstrate that, contrary to macroscopic expec-

tations, the mixture exhibits significant microscopic heterogeneity and immiscibility,

which may influence solubility, reactivity, transport properties, and thermodynamic re-

sponse functions. These findings challenge the conventional views of type-I fluids and

emphasize the necessity of revising mixture states and considering molecular polarity.
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Understanding the microscopic structure of supercritical fluids is crucial for manipulating

their macroscopic properties, optimizing industrial processes, and developing new applica-

tions across scientific and technological fields.1–4 While these applications typically involve

mixtures of different fluids, most studies on the microscopic structure of supercritical fluids

have focused on pure fluids.5,6 A supercritical mixture of particular interest is the system

involving ethanol (EtOH) and carbon dioxide (CO2), which has a broad spectrum of applica-

tions, including supercritical extraction,7,8 supercritical drying of aerogels,9 de-oiling,10 and

pharmaceutical processes involving enhanced drug solubility.11 Knowledge of the microscopic

structure and phase behavior in EtOH-CO2 mixtures is therefore essential for elucidating and

optimizing the solubility, transport properties, and reactivity of solutes in these applications.

Supercritical binary mixtures are conventionally classified by projections of their critical

curves onto the x-P -T state space,12–14 where x is the mole fraction of one component, P

is pressure, and T is temperature. This classification groups mixtures into distinct types

from a macroscopic viewpoint, based on their equations of state and corresponding mixing

rules.15–17 Type-I mixtures are characterized by a continuous liquid-gas critical line that

connects the critical points of each pure component (e.g., EtOH-CO2), indicating complete

liquid-liquid miscibility across all temperatures. Type-II mixtures also exhibit a continuous

critical line but additionally display regions of liquid–liquid immiscibility at temperatures

below the critical line (e.g., CO2-octane). Type-III mixtures feature disconnected critical

lines and exhibit liquid–liquid immiscibility in the gap between them (e.g., neon–krypton).

The supercritical EtOH-CO2 mixture is a typical type-I mixture, characterized by com-

plete miscibility.18,19 Similar to pure fluids, such mixtures are also characterized by a single

Widom line that delineates the transition from a high-density, liquid-like state to a low-

density, gas-like state.14 Under this framework, one may expect EtOH and CO2 molecules

to possess microscopic distributions with high similarity at equilibrium. However, while

EtOH is a polar solvent with a strong tendency to form hydrogen bonds,20 CO2 is a non-

polar molecule with weak van der Waals interactions.21,22 This contrast in polarity suggests
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that, despite macroscopic miscibility, the two components may exhibit different mixing be-

haviors at the microscopic level. Indeed, studies have shown that the thermodynamic factor

reaches a minimum near the Widom line of type-I mixtures,23–26 consistent with large density

fluctuations and pronounced clustering,27 pointing to strong thermodynamic non-idealities.

Experimental and theoretical studies on the local intermolecular structure of EtOH-CO2 mix-

tures have revealed two key structural features: strong hydrogen-bonded EtOH aggregation

and the formation of weak electron donor-acceptor complexes between EtOH and CO2.28–32

Molecular dynamics (MD) simulations have shown that the minimum of the thermodynamic

factor and large variations in transport properties of EtOH-CO2 mixtures near the Widom

line are strongly influenced by EtOH self-association.25

The hydrogen bond statistics in EtOH-CO2 mixtures has been investigated through

a combination of nuclear magnetic resonance (NMR) spectroscopy and molecular simula-

tions,33 indicating that hydrogen bonding in the mixture is highly dependent on temper-

ature and composition. Mixed cluster formation is also observed in the Widom delta re-

gion from non-linear refractive index measurements and MD simulations.34,35 While these

findings suggest the presence of microscale heterogeneities in supercritical EtOH–CO2 mix-

tures—challenging the conventional notion of uniform miscibility in type-I systems at all

scales—most of the existing studies rely heavily on theoretical calculations and MD simu-

lations. Direct experimental studies that probe the microscopic structure of these mixtures

remain scarce. Moreover, most efforts have focused on CO2-rich compositions in the liquid-

like supercritical region, leaving significant gaps in our understanding of microscopic phase

behavior across a broader thermodynamic range. Consequently, a systematic exploration

ranging from liquid-like to gas-like supercritical states, combined with explicit structural

characterization, is necessary to elucidate the influence of composition, temperature, and

intermolecular interactions on the microstructural organization of these mixtures.

Motivated by these observations, we investigate the microscopic structure of supercritical

EtOH-CO2 mixtures using a combination of Small Angle X-ray Scattering (SAXS) experi-
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ments and MD simulations. Structure factors for mixtures with EtOH mole fractions of x

= 0, 0.5, 0.7, and 1.0 are measured with SAXS over a range of temperatures at 147 bar.

These measurements reveal a non-linear behavior in the structure factor, indicating that

the microscopic interactions in the mixture give rise to unique density heterogeneities and

clustering phenomena that cannot be described by a simple linear superposition of the pure

components’ behavior. The heterogeneous mixing behavior is further elucidated from MD

simulations by computing partial structure factors and analyzing the clustering behavior of

the mixture.

The SAXS measurements were conducted at the Stanford Synchrotron Radiation Light-

source (SSRL) Beamline 4-236 with a photon energy of 15 keV and a corresponding wave-

length of � = 0.827 Å. The experimental setup is shown in Figure 1. The scattered X-ray

photons were collected with an area detector (Dectris Pilatus3 X 1M) with a Q-range of

0.05 to 2.0 Å�1, where Q ⌘ 4⇡/� sin (✓/2) is the momentum transfer. Here, ✓ indicates the

X-ray scattering angle as shown in Figure 1(a). The EtOH-CO2 mixture was contained in a

pressure cell37 made of titanium alloy, selected for its chemical stability at elevated pressure

and temperature. The X-ray entrance and exit windows were sealed with diamond windows

(Applied Diamond, Wilmington, DE, USA) of 100 µm thickness. The mixture temperature

was measured with a K-type thermocouple (Omega Engineering, Norwalk, CT, USA) inside

the pressure cell and maintained by eight cartridge heaters (Briskheat, Columbus, OH, USA)

at a precision of ± 0.1 K and an accuracy of ± 2.5% at the least accurate high-temperature

condition. The mixture pressure was measured and maintained with external syringe pumps

(Teledyne ISCO 100DM, Lincoln, NE, USA). Figure 1(b) summarizes the measured x-P -T

conditions in the phase space of EtOH-CO2 mixture. Measurements were conducted at a

fixed pressure of 147 bar, for pure EtOH and CO2 and their mixtures at x = 0.5 and 0.7. This

pressure is chosen to ensure the system remains in the supercritical regime throughout the

entire temperature range. At each temperature, the system was stabilized for 10 minutes to

achieve thermal equilibrium before performing SAXS measurements. Scattering intensities
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with an empty sample cell were measured at all temperatures for background subtractions.

See supporting information (SI) for the details on the sample preparation procedure and the

conversion from scattering intensity, I(Q), to structure factor, S(Q).

Figure 1: (a) Schematic of the X-ray scattering experiment. (b) Experimental conditions
(dots) on the x-P -T phase diagram. Solid lines are liquid-vapor coexistence lines for single
components and phase envelopes for mixtures. The brown dash-dotted line indicates the
mixture critical locus. Dash-dotted lines for single components are Widom lines, which are
defined as lines of maximum density fluctuations.

Large-scale MD simulations of EtOH-CO2 mixtures with different mixing ratios were

carried out using the LAMMPS software package38 with a time step of 0.5 fs. The isothermal-

isobaric ensemble (NPT ) was employed by applying Nosé-Hoover thermostat and barostat

with relaxation time scales of 50 fs and 500 fs, respectively. The system was initialized with

a random distribution of EtOH and CO2 molecules in a cubic box and run for 50 ps to

reach equilibrium, during which density and potential energy were monitored. Equilibrium

7

Page 7 of 30

ACS Paragon Plus Environment

The Journal of Physical Chemistry Letters

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



was confirmed once these quantities fluctuated around constant values. After equilibration,

simulations were continued for an additional 450 ps for data collection. A total of 100,000

molecules were employed in each simulation, allowing for a minimum box size of ⇠200 Å.

Periodic boundary conditions were applied to the cubic simulation domain. The cut-off

distance for short-range interactions was set to 17.5 Å. The long-range Coulomb interactions

were computed using the particle–particle particle–mesh algorithm.39 A rigid united-atom

EtOH model, developed by Schnabel et al.40 for reproducing vapor–liquid equilibria with

low computational cost, was utilized in this work. For CO2, the TraPPE force field41 was

applied, since it has been shown to accurately describe both microscopic structure42 and

thermodynamic response functions43 of supercritical CO2 (see SI for further details on the

force-field evaluation).

Simulating the binary mixture of EtOH and CO2 introduces an additional challenge

in capturing the cross-species interactions between EtOH and CO2 molecules. In pairwise

additive potentials, two types of interactions are considered: (1) those between molecules of

the same type, which are defined by the pure substance force fields, and (2) those between

unlike molecules, which can be described using the modified Lorentz–Berthelot combining

rule.40 For two atoms, i and j, in two unlike molecules, the modified Lorentz–Berthelot

combining rule is given by:

�ij =
1

2
(�i + �j), (1a)

✏ij = ⇠
p
✏i✏j. (1b)

Here, � and ✏ are the length and energy strength parameters in the Lennard-Jones inter-

action, and ⇠ is the binary interaction parameter that accounts for mixture effects. The

standard Lorentz-Berthelot rule, where ⇠ is set to 1, has been shown to be insufficient for

predicting unlike Lennard–Jones energy parameters in many binary mixtures.40,44–46 Due to

lack of prior experimental data for the isothermal liquid-vapor-equilibrium curves at high
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temperatures, we optimize the value of ⇠ by fitting the simulated structure factors to our

experimental SAXS data for each composition. The optimized ⇠ values for the x = 0.5

and 0.7 mixtures are 0.95 and 0.90, respectively. Details about the optimization procedure

and results for the ⇠ adjustment are provided in the SI. It is important to note that the

Lorentz–Berthelot combining rule and its modified forms are inherently empirical and it is

not evident that a single optimal ⇠ can universally describe all thermodynamic conditions.

Before computing the structure factor, we first reconstruct the full-atom EtOH geometry

in each simulation snapshot by aligning the position and orientation of the hydroxyl group

between the united-atom and full-atom geometries, ensuring that the reconstructed geometry

captures the detailed intramolecular structure necessary for accurate scattering calculations.

Then, the structure factor is obtained using a direct method47 that calculates the Fourier

transform of the electron density field by a single sum over all atomic positions (see SI for

details of the structure factor calculation).

Figure 2 illustrates the measured structure factors from X-ray scattering experiments

(dots) and simulated structure factors (lines). The mean unsigned errors (MUE) of the

simulated structure factors with respect to the experimental data are provided in Table 1.

The good agreement across experimental conditions encourages us to further analyze the

microscopic structure of the EtOH-CO2 mixtures over an extended range of temperatures

from MD simulations, from 303 K to 630 K. The tabulated structure factors are provided in

the SI.

Table 1: MUE of the structure factors from MD simulations compared to ex-
perimental data.

x MUE (%)
0.0 6.0
0.5 4.1
0.7 4.0
1.0 4.6

The magnitude of density fluctuations in supercritical fluids is connected to the struc-
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Figure 2: Structure factors of the mixtures of EtOH and CO2 with EtOH mole fraction of (a)
x = 0.0, (b) x = 0.5, (c) x = 0.7 and (d) x = 1.0 at different temperatures at P = 147 bar.
Dots denote experimental results, and lines denote MD simulation results. The color scale
for temperature is common to all panels. Insets show S(0) at varying temperature.

ture factor at Q = 0.48–50 We extrapolate S(Q), from both SAXS measurement and MD

simulations, to Q = 0 using a second order polynomial fit51,52 to the low-Q region (0.05 �

0.2 Å�1), shown as the insets in Figure 2. In this study, the Widom line is identified as the

location of maximum S(0), marking the strongest density heterogeneities and largest corre-

lation length.5,53,54 For x = 0, 0.5, 0.7, and 1.0, the Widom line temperatures are identified

as 345, 448, 498, and 600 K, respectively. At the Widom temperatures of the mixtures (x

= 0.5 and 0.7), while the pure fluids exhibit relatively homogeneous density distributions,

upon mixing, the mixtures exhibit strong density heterogeneities. These results indicate

that the low-Q structure of the mixture cannot be described as a linear superposition of the

pure components. Based on these results, we hypothesize that EtOH and CO2 are not fully
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miscible at the microscopic level, and the two components exhibit distinct phase behaviors

at the molecular scale.

The potential micro-immiscibility of the mixture is supported by the persistence of

medium-range spatial correlations among EtOH molecules. For pure EtOH at liquid-like

state, the structure factor exhibits two peaks, as shown in Figure 2(d). The main peak is

located at Q ⇡ 1.5 Å�1, which represents the intermolecular correlations between neigh-

boring EtOH molecules.55 The inner peak is located at Q ⇡ 0.75 Å�1, corresponding to a

real-space distance of around 8.4 Å. Studies have shown that this medium-range correlation

in alcohols originates from the correlations between OH groups,55–57 signifying the formation

of larger hydrogen-bonded supramolecular aggregates, which extend beyond the immediate

first shell.58,59 Our results show that this inner peak is preserved in the structure factor of the

EtOH-CO2 mixtures at lower temperature, as shown in Figure 2(b) and (c), indicating that

EtOH molecules in the mixture retain a tendency to form self-associated aggregates, driven

by hydrogen bonding, rather than dispersing evenly within the CO2 matrix. Previous studies

on the formation of hydrogen bonds between EtOH molecules in EtOH–CO2 mixtures pri-

marily demonstrated the existence of hydrogen bonds, either through NMR spectroscopy33

or through molecular simulations.28–30 However, these studies did not explicitly elucidate

the structural organization resulting from these interactions. Our results provide direct ex-

perimental evidence that hydrogen bonding between EtOH molecules not only exists but

also drives the formation of distinct supramolecular aggregates, characterized by persistent

medium-range spatial correlations. This self-aggregation of EtOH molecules suggests that,

despite the macroscopic miscibility of the mixture, the two components are not fully miscible

at the molecular level, which could significantly alter solubility, transport properties, and

reaction kinetics in practical applications.

Motivated by the complex behavior in the structure factor, we proceed to investigate the

extent of micro-immiscibility and the phase behaviors of each component across different

thermodynamic states. Since our MD simulations reproduce the experimental structure
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factors to good accuracy, we utilize the simulation data to separate the total structure factor

into partial structure factors for the two components—namely EtOH-EtOH, CO2-CO2, and

EtOH-CO2 correlations, which provide insights into the local density correlations between

different species. The partial structure factors are obtained by calculating the partial electron

density fields of each component. Details of the computational procedure are provided in

the SI.

Figure 3: Total and partial structure factors of the x = 0.5 EtOH-CO2 mixture for
Q < 1.0 Å�1 region at varying temperature under constant pressure of 147 bar. The white
dashed line represents the Widom line temperature of the mixture. (a-d) Contour plot of
Sij(Q, T ) for i, j 2 {EtOH,CO2}. Note that the colormap in (d) is in symmetric logarithmic
scale since the cross-terms have both positive and negative values. (e-g) Sij(Q) at 303 K,
448 K and 600 K. (h-j) MD snapshots of the mixture at 303 K, 448 K and 600 K, with a
viewing area of 200 ⇥ 200 Å2 and a slice thickness of 20 Å. EtOH and CO2 molecules are
rendered in blue and orange, respectively.
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We compute the partial structure factors for the x = 0.5 mixture with increasing tem-

perature, Sij(Q, T ), with i, j 2 {EtOH,CO2}. Figure 3 compares the total and partial

structure factors. The Widom line temperature is illustrated as the dashed line. At lower

temperatures, in the liquid-like state, while the mixture macroscopically appears homoge-

neous—evidenced by the absence of a low-Q peak in the total S(Q)—the partial structure

factors reveal a more nuanced picture of local density organization, as shown in Figure 3(e).

Both EtOH-EtOH and CO2-CO2 correlations exhibit broad peaks at Q ⇡ 0.12 Å�1, indi-

cating density heterogeneities within each component. Interestingly, the cross-term shows a

negative peak in this region. The negativity of SEtOH�CO2(Q) highlights an anti-correlation

between EtOH and CO2, meaning that the two components exhibit complementary spatial

distributions, with one component’s high-density regions coinciding with the other’s low-

density regions. Moreover, the presence of a peak implies that these heterogeneities are not

random but structured and exhibit specific spatial characteristics driven by intermolecular

interactions. The characteristic Q-value corresponds to a real-space separation distance of

approximately 52 Å. Such a large distance indicates immiscibility at the microscopic level,

which is further visualized in the MD snapshot shown in Figure 3(h). Regions of high EtOH

density coincide with low CO2 density, and vice versa, forming an intricate patchwork of

locally enriched domains.

As the temperature approaches the Widom line, the total structure factor exhibits a

pronounced increase in the low-Q region, indicating enhanced density fluctuations. The

partial structure factors reveal a clear contrast in component-specific behavior: the low-

Q signal of SEtOH�EtOH(Q) increases [Figure 3(b,f)], signifying intensified EtOH clustering,

while SCO2�CO2(Q) flattens [Figure 3(c,f)], suggesting that CO2 becomes more spatially uni-

form and gas-like, with reduced self-correlation. The cross-term SEtOH�CO2(Q) is close to

zero, indicating minimal cross-correlation between the two components. These results imply

that near the Widom line, the mixture’s local structure is dominated by liquid-like EtOH

domains embedded within a more uniformly distributed CO2 matrix. This is further visu-
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alized in the MD snapshot shown in Figure 3(i), which clearly shows EtOH clustering and

dispersed CO2 molecules.

As the temperature increases further into the gas-like regime, all partial structure factors

flatten as shown in Figure 3(g), indicating a loss of long-range correlations. At this point,

the mixture transitions to a more homogeneous state where both EtOH and CO2 molecules

are more uniformly distributed, as visualized in the MD snapshot in Figure 3(j).

These results indicate that although EtOH and CO2 are classified as type-I mixture,

meaning they are fully miscible and transition as a single phase on the macroscopic scale, they

exhibit different phase behaviors at the microscopic scale. EtOH dominates the formation

of local density heterogeneities, whereas CO2 remains relatively evenly distributed at higher

temperatures. Moreover, the analysis of anomalous thermophysical properties of the mixture

near the Widom line are provided in the SI, where micro-heterogeneities are manifested

by minimums in thermodynamics factors, peaks in density fluctuations, heat capacity and

expansion coefficient, and large variations of self-diffusion coefficients.

The emergence of micro-immiscibility in the EtOH-CO2 mixture is further elucidated by

examining the clustering behaviors of the two components. We identify molecular clusters

in the MD simulations using Hill’s energy criterion,60 which groups molecules into clusters

based on physical principles of energy balance. This method has been widely used to study

clustering in pure supercritical fluids.6,61,62 In this study, we extend the approach to binary

mixtures by considering cross-species interactions, see SI for details on the clustering algo-

rithm. To balance computational efficiency with sufficient sampling, the number of molecules

in the simulation is reduced to 20,000, while the simulation duration is extended to 4 ns,

ensuring robust statistical characterization of the cluster structures.

For each cluster, we characterize its size, s, as the number of EtOH and CO2 molecules

it contains, i.e., s = sEtOH + sCO2. The number of clusters of every size, Nc(s), is computed,
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Figure 4: (a) Cluster size distributions for different EtOH fractions at 478 K and 147 bar.
(b) Cluster distributions p(s,!) on the partial EtOH fraction ! in clusters of size s for
the x = 0.5 mixtures. The horizontal dashed lines denote the bulk EtOH fractions in the
mixture. (c) EtOH-EtOH, CO2-CO2, and EtOH-CO2 potential energies per EtOH or CO2
molecule for clusters of different sizes in the x = 0.5 mixture.

and the cluster size distribution, nc(s), is then obtained as:

nc(s) =
Nc(s)R N

1 Nc(s)ds
, (2)

Figure 4(a) compares nc(s) for mixtures with different EtOH fractions at 478 K, a tempera-

ture close to the Widom line of the x = 0.5 mixture. Pure CO2 exhibits gas-like behavior with

small, isolated clusters, while pure EtOH exhibits liquid-like clustering behavior, character-

ized by a single percolating cluster spanning the entire system. In contrast, the EtOH-CO2

mixtures show a broader distribution of cluster sizes. Especially, the x = 0.5 mixture exhibits

a power scaling of nc(s), which is consistent with the theory of percolation threshold63 and

indicates that the mixture exhibits structural heterogeneities across all length scales, with

clusters of various sizes coexisting within the system. The x = 0.7 mixture, whose Widom

line occurs at higher temperatures, exhibits liquid-like clustering behavior at 478 K.

To further investigate the molecular composition within clusters, we focus on the x = 0.5

mixture at 478 K, where the cluster size distribution is broad enough to facilitate a detailed

analysis. We characterize the partial EtOH fraction as ! = sEtOH/(sEtOH + sCO2), and

compute its probability distribution, p(s,!), in clusters of size s. This function satisfies the
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normalization conditions:

ZZ
p(s,!)nc(s)d!ds = 1. (3)

Figure 4(b) illustrates the partial fraction distribution p(s,!) for the x = 0.5 mixtures at

478 K. The discontinuous distribution at small cluster sizes arises from the discrete molec-

ular composition of clusters. A noticeable deviation from the bulk composition (denoted

by the dashed line) indicates preferential segregation of EtOH and CO2 within clusters.

Monomers and dimers tend to be CO2-rich, while larger clusters are more EtOH-rich. This

result confirms that at the molecular level, EtOH and CO2 do not mix ideally but instead

form structurally distinct domains, exhibiting heterogeneities in both cluster size and local

composition.

The underlying cause of this preferential segregation is examined by analyzing the inter-

molecular interactions within clusters. Figure 4(c) compares the EtOH-EtOH and EtOH-CO2

potential energies per EtOH molecule, and CO2-CO2 potential energy per CO2 molecule, for

clusters of different sizes. Across all cluster sizes, EtOH molecules interact more strongly

with each other than with CO2, as indicated by the lower potential energy of EtOH-EtOH

interactions compared to EtOH-CO2 interactions. Moreover, the difference in interaction

strength increases with cluster size, suggesting that larger clusters are more likely to be

EtOH-rich. This trend arises from the stronger hydrogen bonding between EtOH molecules,

which promotes their aggregation, while CO2 molecules, lacking strong directional interac-

tions, remain more weakly bound and dispersed throughout the system.

Another interesting observation from the EtOH fraction distribution in Figure 4(b) is that

the partial EtOH fraction in larger clusters peaks at ! ⇡ 0.7, rather than continuously in-

creasing with EtOH content, as one might expect from the stronger EtOH-EtOH interaction,

compared with the EtOH-CO2 interaction. This indicates that simply adding more EtOH

within a cluster does not necessarily result in the most thermodynamically stable configura-

tion. Instead, an optimal cluster composition is achieved by balancing the favorable energetic
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interactions against the unfavorable reductions in entropy associated with increased molec-

ular ordering. To validate this hypothesis, we proceed to quantify the variations in energy

and entropy as a function of the partial EtOH fraction.

The specific internal energy, e, for a cluster of size s and partial EtOH fraction ! is

defined as the average potential and kinetic energy per molecule in the cluster:

e(s,!) =
1

s

2

4
s!X

i=1

�
ekini + epoti

�
EtOH

+
s(1�!)X

i=1

�
ekini + epoti

�
CO2

3

5 , (4)

where ekini and epoti are the kinetic and potential energies of a molecule i within the cluster,

and the subscripts EtOH and CO2 denote the respective molecular species. The molecular

potential energy is not restricted to the intra-cluster pairwise interactions but also includes

the inter-cluster pairwise interactions, ensuring that the contribution of the cluster’s inter-

action with its surrounding environment is accounted for. We compute the specific internal

energy, e(s,!), for clusters of different sizes and partial EtOH fractions, as shown in Fig-

ure 5(a). The specific internal energy decreases with increasing EtOH fraction, indicating

that EtOH-rich clusters are energetically more favorable.

To assess the entropic contribution to the cluster stability, we consider the two-body

excess entropy, which accounts for the dominant contribution to the configurational entropy

of a fluid.64,65 We compute the correlation function g(r, ✓ | s,!) for different cluster sizes

and partial fractions, where r is the center-of-mass distance between two molecules, and ✓ is

their relative orientation. In principle, the relative orientation between two rigid molecules

is described by multiple angular degrees of freedom. However, constructing a full correlation

function accounting for all possible relative orientations would be cumbersome.66 Therefore,

we adopt a simplified yet physically meaningful approach by defining a single orientational

angle ✓ for each molecular pair type66,67 [see SI for the detailed definitions and representative
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Figure 5: (a) Specific internal energy, e(s,!), and (b) specific entropy fingerprint, ↵S(s,!),
for the x = 0.5 mixture at 478 K. (c-e) Cluster morphology. Representative snapshots of
clusters of size s = 109 in the x = 0.5 mixture, with partial EtOH fraction ! of (c) 0.59, (d)
0.70 and (e) 0.81. EtOH and CO2 molecules are rendered in blue and orange, respectively.
Magenta lines represent hydrogen bonds.

results of g(r, ✓ | s,!)]. Then the local entropy, ↵S(s,!), is computed as:

↵S(s,!) = �⇡⇢kB

Z 1

0

Z ⇡

0

[g(r, ✓ | s,!)lng(r, ✓ | s,!)� g(r, ✓ | s,!) + 1] r2sin✓drd✓, (5)

which includes both translational and orientational contributions. This approach has been

applied in the studies of crystal nucleation and ordering transition.66–68 To avoid confusion

with the cluster size s, we denote the local entropy in this study as ↵S.

As shown in Figure 5(b), the local entropy decreases with increasing EtOH fraction, in-

dicating that EtOH-rich clusters become structurally more ordered. For clusters of the same

size, the incorporation of additional EtOH molecules leads to the formation of a more rigid,
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hydrogen-bonded network, thus reducing the configurational freedom of the molecules. Fig-

ure 5(c-e) illustrate the morphological changes in clusters of size s = 109 at different partial

EtOH fractions. As the EtOH fraction increases, the clusters become more compact and

ordered, with EtOH molecules forming dense, interconnected networks. This observation is

further confirmed by the network entropy and hydrogen bond analysis presented in SI. Con-

sequently, although the increasing EtOH content lowers the internal energy, it simultaneously

causes a loss in local entropy, which can counterbalance the energetic stabilization.

The tradeoff between energy and entropy may explain why the most stable cluster com-

position does not correspond to the highest possible EtOH fraction. Instead, an intermediate

composition represents an optimal balance between energetic and entropic stabilization. Be-

yond this fraction, the diminishing entropy contribution outweighs the energetic gain, mak-

ing further enrichment in EtOH less thermodynamically favorable. We acknowledge that the

computed local entropy is a measure of the local structural order and does not represent the

full configurational entropy. Therefore, a direct evaluation of the free energy distribution

using the local entropy is not feasible. Nevertheless, the local entropy provides qualitative in-

sight into the interplay between energy and entropy in determining the stability of molecular

clusters.

The observation that the preferential composition of molecular clusters is larger than

the bulk composition suggests that the system is not fully miscible at the molecular level,

despite being classified as a type-I mixture. Previous experimental and theoretical studies

have reported significant local composition enhancement in mixtures of supercritical CO2

and alcohol cosolvents.29,69,70 Specifically, when a polar solute is introduced into a super-

critical alcohol–CO2 solvent mixture, the local mole fraction of the alcohol cosolvent in the

vicinity of the polar solute molecules is markedly increased compared to its bulk composi-

tion. Such local enrichment of the alcohol cosolvent is directly attributed to the formation

of alcohol-rich supramolecular aggregates within the mixture.29,71 These locally enhanced

polar domains serve as preferential solvation sites, favoring the dissolution of polar solutes.
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Although prior interpretations linking local composition enhancement to aggregate forma-

tion were largely qualitative, our current findings provide direct structural evidence of such

alcohol-rich aggregation phenomena at the microscopic scale. Our structure factor and clus-

tering analyses explicitly demonstrate that EtOH molecules indeed form distinct, structurally

ordered aggregates with a preferred local composition driven by a balance between energetic

stabilization and entropic loss, confirming that local aggregation significantly affects the

microscopic mixing behavior.

In summary, SAXS experiments were conducted to investigate the microscopic structure

of supercritical EtOH-CO2 mixtures at varying thermodynamic states. These experimental

results were compared with MD simulations using optimized force field parameters to provide

detailed insights into the molecular interactions and phase behaviors of the mixture. The

structure factor of the mixture was found to exhibit complex behavior, indicating that the

interactions between EtOH and CO2 in the mixture give rise to unique structural features

that cannot be captured by a mere additive combination of the pure component behaviors.

The persistence of medium-range spatial correlations among EtOH molecules was observed in

the mixture, indicating the formation of hydrogen-bonded supramolecular aggregates. The

partial structure factors revealed that EtOH and CO2 exhibit distinct local structuring, with

EtOH forming pronounced clusters due to strong hydrogen bonding, while CO2 shows more

uniform distribution. The emergence of micro-immiscibility was further supported by the

cluster analysis, which showed that EtOH and CO2 form structurally distinct domains within

the mixture. The preferential composition of molecular clusters was found to be larger than

the bulk composition, indicating that the system is not fully miscible at the molecular level.

The formation of stable supramolecular aggregates was shown to be dependent on a balance

between energetic stabilization and entropy loss.

Our findings provide new understanding of type-I mixture characterization, showing that

in macroscopically miscible systems, the components can retain distinct microstructural

identities. These insights are crucial for controlling and optimizing industrial processes,
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such as supercritical extraction and material synthesis, where efficiency strongly depends on

microscopic structuring.
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1 Sample preparation

Figure S1: EtOH-CO2 mixture preparation setup. Inset in the dashed rectangle is the cut view of the
pressure cell [1].

In this section, we discuss our procedure to prepare and maintain the mixture sample. The flow diagram
of the sample system is shown in Figure S1. A predetermined volume of EtOH (� 99.5% purity, ACS
reagent grade, 200 proof, Sigma-Aldrich) is measured and injected into a buffer vessel (5500 HP Compact
Reactors, 600 mL, Parr Instrument) using a manual glass syringe. Liquid CO2 (99.9% purity) from a
cylinder with an eductor tube is injected into the Parr reactor using a syringe pump (DX100, Teledyne
ISCO), which, combined with pressure and temperature measurements, is used as a metering device to
calculate the mass of injected CO2. Once the desired EtOH-CO2 mole ratio is reached, the syringe pump
is used to pressurize the mixture to 147 bar, ensuring miscibility in the liquid phase. A stirrer in the buffer
vessel aids in quickly achieving a well-mixed mixture, and two synchronized syringe pumps (DX100 and
DM100, Teledyne ISCO) are used to maintain consistent mixing and delivery of the sample to a pressure
cell [1]. The sample is constantly circulated between the two syringe pumps to further ensure homogeneity.
The synchronized operation of the syringe pumps prevents pressure oscillations, ensuring that the sample
remains in a single phase throughout the experiment. The sample is heated to the target temperature within
the pressure cell using electric cartridge heaters. A PID temperature controller (Lakeshore Cryotronics) is
used to maintain temperature stability with a Platinum-RTD sensor embedded in the pressure cell acting
as the temperature reference. The sample temperature is measured with K-type thermocouples inside the
pressure cell. The experimental thermodynamic conditions are summarized in Tabel S1.

Our experimental thermodynamic conditions are chosen based on the phase diagram of the mixture as
shown in Figure S2. For each fixed composition, the solid line represents the coexistence curve, i.e., the
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Table S1: Thermodynamic conditions in the SAXS experiments

x P (bar) T (K)
0.0

147

303, 308, 314, 334, 338, 345, 355, 397, 438, 443, 449, 469, 489
0.5 324, 334, 355, 396, 428, 438, 444, 448, 468, 488
0.7 355, 396, 439, 468, 477, 483, 488, 493, 498
1.0 314, 354, 395, 426, 446, 466, 485, 510, 520, 530, 540, 560, 571

phase envelope. The locus of critical points for varying compositions is represented as dotted line. Our
chosen pressure of P = 147 bar lies above all the critical pressures for all studied compositions (highlighted
in the figure), and well outside the two-phase regions delineated by the coexistence envelopes, ensuring the
system remains in the supercritical regime throughout the entire temperature range.

Figure S2: Phase diagram of the EtOH-CO2 mixture projected on the P � T plane. Solid lines are phase
coexistence curves for each composition via the Peng-Robinson equation of state. Experimental composi-
tions (x = 0, 0.5, 0.7, and 1.0) are highlighted. The dotted line represents the line of critical points for all
compositions. Black dot symbols are critical points measured from experiments [2].

To evaluate the accuracy of temperature control in the SAXS experiments, we assess density fluctuations
of pure CO2 by extrapolating the measured structure factor to Q = 0. This is achieved using a second-order
polynomial fit over the low-Q range (0.05–0.2 Å�1) [3, 4]. Details of the structure factor calculation are
provided in the next section. The extracted S(0) values are compared to reference density fluctuations
from NIST, given by ⇢kBTT [4], where ⇢ is the number density, kB is Boltzmann’s constant, and T is
the isothermal compressibility. As shown in Figure S3, the normalized density fluctuations from SAXS
measurements agree well with the NIST values. Notably, the temperature corresponding to the maximum
fluctuation closely matches the NIST prediction, confirming the reliability of the experimental temperature
measurements. In this study, the NIST reference data are obtained using the open-source thermophysical
property library CoolProp [5] which implements the same high-accuracy Helmholtz energy equations of
state for CO2 [6] and EtOH [7] as NIST REFPROP 10.0 [8].
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Figure S3: Normalized density fluctuations for pure CO2. The solid line represent NIST values using
⇢kBT . Markers represent MD and SAXS results using S(0).

2 Structure factor calculation

Under the independent atom approximation [9], the X-ray scattering intensity, I(Q), for a multi-atomic
system can be written as

I(Q) =
NaX

n=1

NaX

m=1

fn(Q)fm(Q)eiQ·(rn�rm), (S1)

where n and m denote two atoms, fn(Q) is the atomic form factor, rn is the position of atom n, and Na is
the number of atoms.

The structure factor, S(Q), is defined as

S(Q) =
I(Q)

PNa
n=1

f2
n(Q)

. (S2)

For the mixture of EtOH and CO2, the denominator in Eq. S2 can be written as

NaX

n=1

f2

n(Q) = Nf2

mix(Q), (S3)

where N is the number of molecules and fmix(Q) is the molecular form factor of the mixture which is
defined as

fmix(Q) =
⇥
xf2

EtOH(Q) + (1� x)f2

CO2(Q)
⇤1/2

, (S4)

where x is the mole fraction of EtOH in the mixture, and fEtOH(Q) and fCO2(Q) are the molecular form
factors of EtOH and CO2, respectively, and are defined as

fEtOH(Q) =
⇥
f2

C(Q) + 6f2

H(Q) + 2f2

O(Q)
⇤1/2

, (S5)

fCO2(Q) =
⇥
f2

C(Q) + 2f2

O(Q)
⇤1/2

, (S6)

where fC(Q), fH(Q) and fO(Q) are the atomic form factors of carbon, hydrogen and oxygen atoms, re-
spectively, which are calculated using a sum of Gaussian functions:

f(Q) = f(Q) =
4X

i=1

aie
�bi( Q

4⇡ )
2

+ c, (S7)
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where the values of ai bi and c are obtained from the International Tables for Crystallography [10]. Figure S4
shows the values of the atomic and molecular form factors for the Q-range in our experiments.

Figure S4: Atomic and molecular form factors for carbon (blue), hydrogen (orange), oxygen (green), EtOH
(red) and CO2 (purple) [10].

Using the mixture’s molecular form factor, computed from Eq. S4, the structure factor for the EtOH-CO2
mixture can be calculated as

S(Q) =
I(Q)

Nf2

mix(Q)
. (S8)

2.1 Structure factor from SAXS

The corrected X-ray scattering intensity from SAXS measurements, Icorr(Q), is obtained through a number
of processes, including background subtractions, solid-angle corrections, beam polarization corrections, and
angular averaging.

Considering beam attenuation, the number of molecules in the SAXS measurements, NSAXS is

NSAXS = ⇢Ade�d/Latt , (S9)

where ⇢ is the molecular number density of the mixture, A is the area of the illumination region, d is the
sample thickness and Latt is the attenuation length which depends on the X-ray energy, the fluid’s density
and its constituent elements [11]. In our experiments, A is constant since the beam size is fixed, and d
= 403.3 µm and 430.2 µm for different cones used in the pressure cell, which are measured using X-ray
attenuation [1].

The structure factor is calculated as

SSAXS(Q) =
�Icorr(Q)

⇢de�d/Lattf2

mix(Q)
, (S10)

where a scaling coefficient � is introduced to normalize the scattering intensity to electron units. This scaling
coefficient is determined by matching the high-Q peak values in the structure factors between SAXS and
MD results, and is kept constant for the corresponding series of measurements.
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2.2 Structure factor from MD simulations

Since the EtOH force field employs a simplified four-site molecule model [12], where the methyl and methy-
lene groups are represented as united atoms, we reconstruct the full-atom EtOH geometry in each simula-
tion snapshot before calculating the structure factor. This is done by aligning and matching the position
and orientation of the hydroxyl group between the united-atom and full-atom geometries, ensuring that the
reconstructed geometry captures the detailed intramolecular structure necessary for accurate scattering cal-
culations. This approach allows for a more realistic comparison between simulation results and experimental
data.

To calculate the scattering intensity from MD simulations, we first construct a grid of discretized scat-
tering vectors, Q, whose components are integer multiples of 2⇡/L, where L is the length of the cubic
simulation box. The Fourier transform of the electron density field, E(Q), is then computed as

E(Q) =
NaX

j=1

fj(Q)eiQ·rj , (S11)

where fj(Q) is the atomic form factor of the j-th atom, rj is the atom position, and Na is the number of
atoms in the system. The scattering intensity, I(Q), is obtained by:

IMD(Q) = hE(Q)E⇤(Q)i (S12)

where ⇤ denotes the complex conjugate, and h·i indicates temporal and angular averaging.
Then, the structure factor is computed using Eq. S8

SMD(Q) =
IMD(Q)

Nf2

mix(Q)
, (S13)

where N is the number of molecules in the simulation and f2

mix(Q) is the molecular form factor of the
mixture defined in Eq. S4.

2.3 Partial structure factor from MD simulations

To separate the total structure factor into partial structure factors, we first compute the partial electron density
field of each component as the sum of the atomic electron density fields that belongs to the molecular species

EEtOH(Q) =
X

j2EtOH

fj(Q)eiQ·rj , (S14a)

ECO2(Q) =
X

j2CO2

fj(Q)eiQ·rj . (S14b)

Then, the partial scattering intensity for a species pair is calculated as [13, 14]

IEtOH-EtOH(Q) = hEEtOH(Q)E⇤
EtOH(Q)i , (S15a)

ICO2-CO2(Q) = hECO2(Q)E⇤
CO2(Q)i , (S15b)

IEtOH-CO2(Q) = ICO2-EtOH(Q) = h<[EEtOH(Q)E⇤
CO2(Q)]i , (S15c)
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where < represents the real part of the complex product. The partial structure factor is obtained by normal-
izing the partial scattering intensity with the species’ molecular form factor [15]

SEtOH-EtOH(Q) =
IEtOH-EtOH(Q)

Nxf2

EtOH(Q)
, (S16a)

SCO2-CO2(Q) =
ICO2-CO2(Q)

N(1� x)f2

CO2(Q)
, (S16b)

SEtOH-CO2(Q) = SCO2-EtOH(Q) =
IEtOH-CO2(Q)

N [x(1� x)]1/2fEtOH(Q)fCO2(Q)
. (S16c)

3 Force fields in MD simulations

3.1 Pure substances

In our molecular dynamics simulations of EtOH-CO2 mixtures, we first validate the force fields for pure
EtOH [12] and pure CO2 [16] by comparing the simulated structure factors to experimental X-ray scattering
data, as shown in figure 2(a) and 2(d) in the main text. The mean unsigned errors (MUEs) of the simulated
structure factors with respect to the experimental data over all Q values and temperatures for pure EtOH
and pure CO2 are 4.6% and 6.0%, respectively. The good agreement confirms that the force fields for EtOH
and CO2 describe the structures of the pure fluids under supercritical conditions. Moreover, we compare
the performance of our employed rigid EtOH force field [12] with the a common flexible model, OPLS-
AA [17]. As shown in Figures S5 and S6, the rigid model yields density values that are in closer agreement
with NIST reference data and reproduces the experimental structure factor from our SAXS measurements
with higher fidelity than the flexible OPLS-AA model.

Figure S5: Comparison of the densities of pure EtOH at P = 147 bar with varying temperatures using the
rigid force field [12] (dots) and the flexible OPLS-AA force field [17] (triangles). NIST values are plotted
as a solid line.

3.2 Optimization for mixtures

For the mixtures, we model the interactions between unlike molecules using the using the modified Lorentz-
Berthelot combining rule (Eq. 1 in the main text) with a binary interaction parameter, ⇠. Due to limited
experimental data of the isothermal liquid-vapor-equilibrium curves at high temperatures, we optimize the
value of ⇠ by fitting the simulated structure factors to our experimental SAXS data. This approach prioritizes
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Figure S6: Comparison of structure factors of pure EtOH at P = 147 bar with varying temperatures using
the (a) rigid force field [12] and (b) the flexible OPLS-AA force field [17]. SAXS experimental values are
plotted as dots, MD simulation values are plotted as lines.

structural accuracy, which is the main focus of our study. Figure S7 and S8 illustrate the detailed comparison
between the structure factors from SAXS and MD simulations with varying ⇠. The MUEs are plotted in
Figure S9.

Figure S7: Comparison of structure factors for x = 0.5 mixtures between SAXS measurements (dots) and
MD simulations (lines) using different binary interaction parameter, ⇠, in the modified Lorentz-Berthelot
combining rule.

Two key observations can be made from these results. First, the optimal ⇠, which corresponds to the
lowest mean unsigned error, is not equal to 1. This deviation demonstrates the necessity of modifying the
Lorentz-Berthelot combining rule when simulating EtOH-CO2 mixtures. Second, the optimal value of ⇠
varies depending on the mixture composition. For the EtOH mole fractions x = 0.5 and x = 0.7, the best-
fitting ⇠ values are 0.95 and 0.90. We note that the force field mixing rule is empirical in nature. As such, the
use of a single, composition-independent ⇠ is not a physical necessity, especially in complex fluids where
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Figure S8: Comparison of structure factors, S(Q), for x = 0.7 mixtures between SAXS measurements
(dots) and MD simulations (lines) using different binary interaction parameter, ⇠, in the modified Lorentz-
Berthelot combining rule.

Figure S9: Mean unsigned error (MUE) between simulated structure factors and experimental data for
x = 0.5 and x = 0.7 EtOH-CO2 mixtures, as a function of binary interaction parameter, ⇠, in the modified
Lorentz-Berthelot combining rule.

mixture interactions exhibit strong composition dependence. Our approach, although pragmatic, offers bet-
ter fidelity in modeling structure-specific properties of supercritical mixtures under experimentally relevant
conditions. Moreover, given our observation that the optimal ⇠ varies with composition, the development
of a broadly transferable potential would require not only a much larger dataset spanning a wide range of
compositions, temperatures, and pressures, but also a reevaluation of the combining rule itself. More so-
phisticated or physically motivated mixing rules may be necessary to capture the complex interactions in
supercritical fluid mixtures, which is beyond the scope of our current study.
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4 Anomalous properties near the Widom line at the system level

4.1 Radial distribution function

The radial distribution functions (RDF) are calculated using the center-of-mass positions of the molecules
in the mixtures. Figure S10 illustrates the RDFs of EtOH-EtOH and CO2-CO2 pair interactions for the x
= 0.5 and 0.7 mixtures. We observe EtOH self-association as evidenced by the pronounced first peaks in
gEtOH-EtOH(r). In contrast, the first peak of gCO2-CO2(r) diminishes more rapidly with increasing tempera-
ture as shown in Figure S11, indicating that CO2 structuring is less stable. Notably, the first peak height
of gEtOH-EtOH(r) displays a non-monotonic temperature dependence, exhibiting a local maximum near the
Widom line. This trend further supports the persistence of EtOH clustering near the supercritical transition
and aligns with the heterogeneities observed in this study.

Figure S10: Center-of-mass radial distribution functions of EtOH-EtOH and CO2-CO2 pair interactions for
(a,b) x = 0.5 and (c,d) x = 0.7 mixtures at varying temperatures along the isobar P = 147 bar.

4.2 Thermodynamic factor

Thermodynamic factor, �, is related to the nonideality of a mixture [18]. Here, we compute � for the x =
0.5 and 0.7 mixture using Kirkwood-Buff integrals [19, 20]. As shown in Figure S12, � exhibits a minimum
near the Widom line identified in the work for both two compositions, suggesting strong thermodynamic
non-idealities and microscopic heterogeneities near the Widom line.
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Figure S11: Height of the first peak in gEtOH-EtOH(r) and gCO2-CO2(r) (triangles) as a function of temperature
for x = 0.5 (blue) and x = 0.7 (orange). The dashed lines indicate the Widom line temperatures identified in
this work.

Figure S12: Thermodynamic factor � of the supercritical EtOH-CO2 mixtures with EtOH fraction of 0.5
and 0.7 as a function of temperature along the isobar P = 147 bar. The dashed lines indicate the Widom line
temperatures identified in this work.

4.3 Thermodynamic response functions and their respective Widom lines

Widom line is originally defined as the locus of maximum correlation length [21, 22]. As the correlation
length is not readily available from macroscopic fluid data, the Widom line is often approximated as the locus
of maximum thermodynamic response functions, such as density fluctuations (⇢kBTT ), constant-pressure
heat capacity (cP ), thermal expansion (↵P ), and isothermal compressibility (T ) [23–28]. The lines of
maximum in these response functions are close to each other in the vicinity of the critical point, because
all response functions become expressible in terms of the correlation length [21]. These lines deviate from
each other when far away from the critical point. In this work, the Widom line is identified as the locus of
maximum density fluctuations, since it is directly measured in SAXS experiments.

Here, we compute the density fluctuations, isobaric heat capacity, and thermal expansion coefficient
from MD simulations across the studied temperature range, as shown in Figure S13. Notably, for each
composition, these thermodynamic response functions exhibit peaks that align with the Widom line temper-
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Figure S13: Thermodynamic properties as functions of temperature along the isobar P = 147 bar. (a)
Density fluctuations. (b) Isobaric heat capacity. (c) Thermal expansion coefficient. Solid lines are MD
simulation results. Dots in (a) are SAXS experimental results derived from S(0). The vertical dashed lines
indicate the Widom line temperatures identified as the location of maximum density fluctuations.

atures, which corresponds to enhanced structural heterogeneities and clustering [29]. The relatively large
deviation of the peak locations for pure EtOH are attributed to its high reduced pressure P/Pc = 2.39,
meaning that pure EtOH is far from its critical pressure.

4.4 Self-diffusion coefficient

We compute the self-diffusion coefficients in the mixture from mean-squared displacements. As shown
in Figure S14, the self-diffusion coefficients reveal a strong increase across the Widom line, marking the
system’s transition from a liquid-like to a gas-like regime. Moreover, across the entire temperature range,
CO2 generally diffuses faster than EtOH, reflecting its more uniform spatial distribution compared to the
clustered behavior of EtOH. This contrast supports the presence of two dynamically distinct components
and highlights how microscopic structure directly impacts macroscopic transport.

5 Cluster identification

The cluster identification algorithm is based on the generalized Hill’s energy criterion [30–32]. Two molecules
are considered to be physically linked if their interaction energy is stronger than their relative kinetic energy:

�epotij �
1

2
µ (vi � vj)

2 , (S17)
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Figure S14: Self-diffusion as a functions of temperature along the isobar P = 147 bar for (a) x = 0.5 and
(b) x = 0.7. The vertical dashed lines indicate the Widom line temperatures identified as the location of
maximum density fluctuations.

where epotij is the interaction potential energy between molecules i and j, µ = mimj

mi+mj
is the reduced mass of

the two molecules, and vi and vj are the center-of-mass velocities of molecules i and j, respectively. The
interaction potential energy is calculated as:

epotij =
X

m2i

X

n2j

h
eLJmn(rmn) + eCoul

mn (rmn)
i
, (S18)

where m and n are atoms in molecules i and j, respectively, rmn is the distance between them, eLJmn and
eCoul
mn are their Lennard-Jones and Coulombic interaction energies, which are defined by the force field.

After identifying all pairs of molecules that satisfy the Hill’s energy criterion, the clusters are formed by
grouping molecules that are connected using a depth-first search algorithm [33]. The algorithm starts with
a seed molecule and iteratively adds neighboring molecules that are connected to the seed molecule. The
process continues until no more molecules can be added to the cluster. The algorithm is then repeated with a
new seed molecule until all molecules are assigned to clusters. The cluster size, s, is defined as the number
of molecules in the cluster. Molecules that are not connected to any other molecules are treated as clusters
of size s = 1. The cluster size distribution, nc(s), is calculated by counting the number of clusters of each
size and normalizing it by the total number of clusters in the system.

6 Relative orientation definitions and g(r, ✓ | s,!)

To calculate the local entropy with orientational contribution, we define a single orientational angle ✓ for
each molecular pair type [34, 35], as shown in Figure S15: (a) EtOH–EtOH pairs: ✓ is defined as the
angle between the intramolecular O–H vector of the first EtOH molecule and the intermolecular O···O
vector connecting the two EtOH molecules. This definition is consistent with the angular criterion used in
standard H-bond geometries. (b) EtOH-CO2 pairs: ✓ is defined as the angle between the intramolecular O–H
vector of the EtOH molecule and the intermolecular O···C vector, capturing the directionality of the electron
donor–acceptor interaction. (c) CO2-CO2 pairs: ✓ is defined as the angle between the intramolecular C-O
vector of first CO2 molecule and the intermolecular C···C vector.

To obtain statistically meaningful results, we pool data from all MD snapshots, collecting pairwise
distances r, relative angles ✓, cluster sizes s, and partial EtOH fractions !. From these, we construct the
ensemble-averaged orientational pair correlation functions g(r, ✓ | s,!). Figure S16 shows representative
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Figure S15: Schematic definitions of the orientational angle ✓ for different molecular pair types: (a)
EtOH–EtOH, (b) EtOH–CO2, and (c) CO2–CO2.

g(r, ✓ | s,!) maps with the same cluster size s = 100 and increasing partial EtOH fractions ! = 0.6, 0.7
and 0.8. The angular preference (< 30�) at short distances reflects the H-bonded structure between EtOH
molecules. Our results show that the angular preference becomes more focused as ! increases, reflecting
stronger orientational ordering.

Figure S16: Schematic definitions of the orientational angle ✓ for different molecular pair types: (a)
EtOH–EtOH, (b) EtOH–CO2, and (c) CO2–CO2.

7 Network entropy distribution on cluster size and partial EtOH fraction

When treating the clusters as complex networks, the structural order of a cluster can be characterized by
the topology within the network. Based on the Shannon entropy for discrete distributions, the normalized
network entropy, H, for a network of size s is defined as [36, 37]:

H =
1

s ln(s� 1)

sX

i=1

ln ki, (S19)

where ki is the degree of node i in the network, i.e., the number of molecules that are connected to the
i-th molecule in the cluster through Hill’s energy criterion. The normalized network entropy quantifies the
heterogeneity of the network’s degree distribution, with higher values indicating a more connected network
and lower values indicating a more sparse network.

The normalized network entropy H(s,!) is calculated for each cluster in the system, and its variation as
a function of cluster size and partial EtOH fraction is shown in Figure S17. The results suggest that at a fixed
cluster size, the network entropy increases with partial EtOH fraction, indicating that EtOH-rich clusters
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Figure S17: Normalized network entropy H(s,!) as a function of cluster size and partial EtOH fraction in
the x = 0.5 EtOH-CO2 mixture at 478 K and 147 bar. (a) The contour plot of H(s,!). (b) The variations
of H(s,!) with EtOH fraction at four representative cluster sizes.

tend to form more uniformly connected networks. We note that the trend in network entropy is opposite
to that of structural entropy. This arises because network entropy is defined based on the randomness of
the network topology: a network with more connections tends to exhibit greater topological randomness,
resulting in higher network entropy. Paradoxically, such a highly connected network corresponds to a more
ordered cluster structure, which in turn is associated with lower structural entropy. In other words, while
increased EtOH content leads to an increase in network entropy, it simultaneously results in a decrease in
structural entropy. Therefore, this trend is consistent with the analysis of the local entropy fingerprint in the
main text, reinforcing the observation that increased EtOH content leads to a more ordered structure within
the clusters.

8 Hydrogen bond distribution on cluster size and partial EtOH fraction

A widely used hydrogen bond criterion in EtOH molecules uses the geometric constraints [38, 39]: (1) the
intermolecular O-O distance, rOO < 3.5 Å, (2) the intermolecular O-H distance, rOH < 2.6 Å, and (3) the
angle between the O-O alignment and the donor’s intramolecular O-H bond, ' < 30�, as illustrated in
figure S18.

rOO

rOHφdonor
acceptor

Figure S18: Definitions of geometries in a hydrogen bond between two EtOH molecules.

To validate its applicability in our system, we examine the radial distribution functions (RDF) for O–O
and O–H pairs between hydroxyl groups of EtOH molecules. As shown in Figure S19, the applied geometric
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cutoffs effectively capture the first coordination shell across a range of temperatures. The shaded regions in
the RDF plots indicate the spatial thresholds used in the hydrogen bond definition.

Figure S19: Intermolecular RDFs of O-O and O-H pair within hydroxyl groups for (a,b) x = 0.5 and (c,d)
x = 0.7 mixtures at varying temperatures along the isobar P = 147 bar. Shaded regions indicate the distance
thresholds used in the H-bond definition , rOO < 3.5 Å,and rOH < 2.6 Å.

Using the geometric criterion, the average number of hydrogen bonds per EtOH molecule, nHB, is cal-
culated for each cluster in the system and its variation as a function of cluster size and partial EtOH fraction
is shown in Figure S20. The results indicate that nHB increases with partial EtOH fraction. Hydrogen bonds
are inherently directional and impose strict geometric constraints on the relative positions and orientations
of molecules. When EtOH molecules form hydrogen bonds, these constraints reduce the configurational
freedom of the molecules, thereby promoting a more regular and ordered local structure. This enhanced
ordering is consistent with our previous observations that higher EtOH content correlates with increased
structural order as measured by both the local entropy and network connectivity analyses.
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